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Partie I

CERXG = 1PR(X = 1) + (—1)PF(X = —1) + (2)PF(X = —-2) = 1222 = —

EFX2Z = 12PF(X = 1) + (- )QIP"’(X =—1)+ (-2)2PF(X =2) = f+;+4 )
Var X; = EF X2 — (EFX;)? =2 =u Comme les (X,,)n>1 on toutes la
méme loi, on a pour tout n > 1, Ean = —2 et Var Xn = H En revanche
EfXo = k et Var Xy = 0. Par linéarité, E*S,, = k — gn Comme S, est
une somme de variables aléatoires indépendantes, Var S,, est la somme des

variances, donc Var S,, = 194n

C»-‘)\l\')

. Comme (X,,)n>0 est & valeurs dans Z, (Sp,)n>0 est aussi a valeurs dans Z, et
par suite (Y3,)n>0 également. Par définition de T', on sait que S, > 0 pour
n <T.SiT = 4o, alors on a pour tout n, n < T et Sppp =S, > 0> —1.
Supposons donc T fini. Comme (S,)n>0 est & valeurs entiéres, on a, pour
n<T,S, > 1. Comme Sp = Sp_1 + X et que X7 > —2, on a alors
St > 1+ (—2) > —1. Finalement, S,, > —1 pour tout n < T. Cependant,
T An < T, donc on a bien Spa, > —1, ce qui acheve de montrer que (Yy,)n>0
prend ses valeurs dans [—1, +oco[NZ.

.= Sin<T,alors Y, =5, et S, >0, dou |Y,| =Y, = max(S,,0).

— Sinon, on an > T (ce qui implique que T est fini) et Y,, = Sy Par définition
du temps d’arrét, on a St < 0. Finalement Y,, = Sy € ZN [-1, +o0[N] —
00, 0] = {-1;0}.

11 est facile de voir que dans les deux cas, on a bien |Y,,| < 1 + max(S,,0).

. Par construction, la suite (S,,)n>0 est adaptée & la filtration (F,,)n>0 . Comme
T est le temps d’entrée de la suite (S,,)n>0 dans le borélien R, T' est bien un
temps d’arrét adaptée a la filtration (F,)n>o0-

. Montrons d’abord la premiere égalité :

- SiT <myalorsT < 4o etlona (n+ AT =nAT =T,douY,41-Y, =
St — 87 =0=Ir>n} Xnt1.

- SiT >mn,alors T >n+1, dou (n+1)/\Tfn+1 de méme n AT = n.
Ainsi Yn+1 -Y,= Sn+1 - Sn = n+1 ]]{T>n}Xn+1

Dans les deux cas, on a bien Y11 — Y, 7]1[T>n}Xn+1

Maintenant, il suffit de montrer que {Y,, > 0} = {T" > n}. SiT > n, on a

Y, = X, et X} > 0 pour tout k£ < n, donc Y;, > 0. Réciproquement, si T' < n,

T est fini et pour tout &k > T, Y, = Spgar = St < 0. En particulier Y,, < 0.

On a donc bien {Y;, > 0} = {T" > n}, ce qui achéve la preuve.

n n
Yo=k+Yn-Y)=k+> (Yi—Yio1)=k+» Iiro;yX;
k=1 k=1
Comme T est un temps d’arrét adapté a la filtration (F,)n>0, I'événement
{T > i—1} est F;_1-mesurable, et donc la variable aléatoirellfp~ ;13 est F;_1-
mesurable. Comme la suite (F;,)n>0 est croissante pour I'inclusion, 7,13
est F,-mesurable. Finalement Y, est une somme de produits d’applications
Fn-mesurables, donc Y, est F,,-mesurable, ce qui montre que la suite (Y},)n>0
est adaptée & la filtration (F,). Comme Y,, est F,-mesurable, on a

]Ek[ n+1|-7:n] - n = Ek[yn-‘rl‘-ﬁn] - Ek[YMFn]
Ek[(Yn+1 - Yn)u:n]
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Cependant, d’apres la question 1.5, Yy, 11 — Yy, =175,y Xpy1, o1t
Ek[Yn+1\fn] =Y, = Ek[(Yn+1 - Yn)|fn]
= E"lrsn) Xnt1|Fn]
= ]J{T>n}Ek[Xn+1|]-"n] car {T >n} € F,
= ]_'I{T>n}Ek [Xp41] car X, 41 est indépendante de F,
2

= *§H{T>n}
< 0

ce qui montre que (Yn)nZO est une surmartingale.

7. Soit £ >0et n>0.
2 2
PE(S, —k>x) = Pk(Sn+§n7k2x+§n)

= P*S, —E*S, >z + %n)

2
< P*(S, —EFS,| > 2+ 37
Var S
< LQ" d’apres l'inégalité de Tchebitchev
(z + 3n)?
< %n _ 14n

(z+2n)2  (3z+42n)%

8. max(S, — k,0) est une variable aléatoire positive, donc
+oo
E* max(S,, — k,0) = / P*(max(S,, — k,0) > ) dzx
0

Cependant, pour x > 0, P*(max(S, — k,0) > z) = P*(S,, — k > ), d’'on

—+oo
E* max (S, — k,0) :/ P (S, — k > )
0
Un (% dr 11
- 9 J (:ch%n)Q_ 9 (0+ 2n)
7
< -
- 2

9. On a
|Y,| <1+ max(S,,0) =1+ k+ max(S, — k,—k) <1+ k+ max(S, — k,0)
Ainsi

VYn >0 Ek\fYn|:Ek|Yn|§1+k+]E’“max(Snfk,())§1+k+g

Ainsi, sous P¥ (-Y},) est une sous-martingale bornée dans L'. D’apres le
théoreme de Doob, (—Y,,) converge donc presque stirement vers une variable
aléatoire réelle Z, donc (Y;,)n>0 converge Pk presque stiirement vers Yo, = —Z.

10. Supposons que (w est tel que) (Y;,)n>0 converge. Comme (Y7,),,>0 est & valeurs
dans Z qui est discret, (Y,,)n>0 est constante & partir d'un certain rang, donc
il existe n tel que Y,4+1 — Y, = 0. Cependant Y, 11 — Y, = ]J{T>n}Xn+1.
Comme X, 41 # 0, on a nécessairement I,y = 0, donc T' < n < +oo. Ainsi
{(Y)n>0 converge} C {T < +o0}, d'ott P¥(T < +o0) = 1.
D’apres la loi forte des grands nombres, on sait que lorsque n tend vers 1”infini,
% tend presque stirement vers E¥X; = —2 /3, ce qui entraine que % tend
presque strement vers —2/3 : ainsi, pour n assez grand, on aura % <0, dou
Sn < 0 : cela montre que T est presque sirement fini. Mais pour n > T,

Y, = Yp, donc Y,, converge presque stirement.

11.



12. Soit F': Z x Z — Z définie par

T siz <0

F(x,y) =z +1, =
( y) ]]{>O}y {:chy sinon

D’apres la question 1.5, on a Y41 — Y, :]]{Yn>0}Xn+1- Ainsi
YnJrl = Yn + (Yn+1 - Yn) = Yn +]J{Yn>O}Xn+1 = F(Yn; XnJrl)a

ou encore Y, 11 = frn41(Xnt1), avec fo(z) = F(z,X,). Comme (X,,),>1 est
une suite de variables aléatoires indépendantes identiquement distribuées, il
s’ensuit que (Y,) est une chaine de Markov de matrice de passage (p; ;), avec

pij = PE(f1(i) = 7). On a

{ P11 =PH(fi(-1) = -1) = P¥(F(-1,X;) = -1) =1
po,o = PF(f1(0) = 0) = P*(F(0,X1) = 0) = 1,

et, pour j € {—2;—1;1} et n > 1
1

Ptk = PF(fi(n) = ntk) = PF(F(n, X1) = n+k) = P*(n+X, = ntk) =PF(X; = k) = 3

Comme on 'a déja noté (Y,) prend ses valeurs dans l'ensemble des entiers
naturels supérieurs ou égaux a -1. La chaine démarre bien de Yy = Xy = k.

Partie I1

1. Notons A = {w € RY; lim w; = 0} et § Popérateur usuel de translation.
n—-+4oo
Soit £ > 1.

u, = PFHYeA

(
= PFO(Y) € A)
= PPV =k+1,0Y)c A)+PF(Yi=k—-1,0Y)c A)+P*(Y1 =k —2,0(Y) € A)
= PPV =k+1DPMY Y € A) +PF(Yy =k - D)PP (Y € A)
+Pk (Y, = k — 2)PF2(Y € A)
= ?WHYGM+%W*W6AH%W4O%A)

Uk+1 + Uk—1 + Up—2
3 .

~

Les fonctions (f;)r>1 laissent les points 0 et —1 stables donc
PO(A) > P°(Vi > 0Y; =0) =P(Yy = 0) = 1,

de sorte que ug = 1. De la méme maniere

PlYVe=-1)>P (Vi>0Yi=-1)=P (Yo =-1) =1,
ce qui entraine que u_; = P~}(Y,, = 0) = 0.
2. L’équation

VE>1 = Uk41 + Uk3—1 + Uk—2 (1)

peut se réécrire sous la forme
Vk>1 upy; =3up —Up—1 — Uk—2- (2)

Considérons I'application de ® de E dans R? qui a v associe (v_1,vg, v1). Soit
v E€ker® :v_; =wvy =wv; =0. Il est facile de montrer par récurrence grace
a (2) que pour tout ¢ > —1, on a v; = 0, ce qui signifie que v = 0. Ainsi
dimker® = 0, d’ot1 dim F = dimIm ® < dimR? = 3.



La suite (z¥),>_1 est dans E si et seulement si on a

Vk>1 aft!t =3zF — g1t — g2

k—2

soit en simplifiant par x (qui est non nul).

22 =322 +zx+1=0.

1 est une racine évidente de I’équation. En effectuant la division euclidienne
de 23 —322+x+1 par z—1, on obtient 2® —32?+z+1 = (z—1)(2?—22—1) =
(x—1)(x—r))(z—ry),avecr; =1 —v2etro=1++2. Ainsiz =1,0=1r;
et © = ry sont les valeurs possibles pour que (z¢);>_1 soit dans E. Notons
a= (1)i>1, b= (r})i>1 et ¢ = (r});>1. Supposons qu'’il existe «, 3,7 dans R
avec aa + (b + yc = 0. Si v # 0, alors (aa + b + 7c); est équivalent a yr}
lorsque i tend vers +o00, ce qui contredirait ca + 3b + y¢ = 0. On sait donc
que v = 0. Ainsi aa + b = 0, donc si (a, 3) # (0,0), les vecteurs (ag,aq) et
(bo, b1) sont liés, mais le déterminant

% & =r;—1
bo bl 1 1 !

‘1 1

est non nul, donc ce n’est pas possible. Finalement («, 8,7) = (0,0,0) et la
famille (a,b,c) est libre. Comme elle est de cardinal supérieure ot égale a la
dimension de E, ¢’est une base de E (qui est donc de dimension 3).

. Soit v € V. Comme (a,b,c) est une base de £ D V, il existe (a, 3,7) avec
v = aa + b+ ye. Si on avait v # 0, on aurait équivalent & v; ~ 474 lorsque
i tend vers +o00, ce qui contredirait que v est bornée car ro > 1. Ainsi v = 0,
donc V' C Vect(a,b). Cependant, il est facile de voir que a et b sont dans
V : en effet, a et constante et b tend vers 0 en l'infini car |r1| < 1. Ainsi
V = Vect(a,b) et a et b en forment une base puisque (a,b) est libre.

. On a déja vu que u est dans E. u est bornée car |ug| = P*(Y, = 0) < 1, donc
u € V. Comme (a,b) est une base de V| il existe « et 3 tels que u = aa + (b,
soit

Vk > —1 uk:a—&—ﬁrlf.

Comme ug =1 et u_; =0, on a le systeme

1 1
a+pB=1 (1I-r)a=1 =10 =
{a+ﬁr11—0 :){oﬁrﬁ—l <:>{

Ainsi

. 11— 2)kH
VE> -1 P*(Y,=0)= — 5

. Y, est une limite de variables aléatoires & valeurs dans Z N [—1, +o0[, qui est
fermé dans R, donc Yo est & valeurs dans Z N [—1, +oo[. Par ailleurs, on sait
que T < +oo presque strement, et pour n > T, Y, = Sp; donc Y, = Srp.
Cependant par définition de T, S7 < 0, donc comme on 'a déja remarqué
St € ZN[—1,+o0][N] —0,0] = {—1;0}, et Yo est & support dans {—1,0}. On
sait déja que P¥(Y,, = 0) = %, donc on connait toute la loi puisque

(1 k41
PF(Yoe = —1)=1-PF(Yo =0) =1 — %

FIN



